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Abstract— Market Basket Analysis (MBA) is a Data mining field to mine frequently buying patterns, helping retailers while proposing new 

business strategies. As demand of customer changes with growth of needs, sales data has increased massively in various businesses. To 

handle this massive data with changing frequently consumer buying habits there is demand of deep learning methods. In past many 

researchers performed MBA using deep learning and association rules on offline and online retail datasets. Association rules are used to 

mine frequently purchased items from retail dataset. There is a need of comprehensive review on MBA using deep learning and 

association rules to provide directions for future research. Therefore, in this paper a critical review is conducted with Ass ociation rules and 

Deep learning methods structured on online and offline retail datasets. In each section, summary table with dataset dimensions, pre-

processing techniques, Results and future directions are delineated. The objective is to provide guide to future research while proposing 

hybrid framework considering MBA review table and future directions. 

Index Terms— Market Basket Analysis, Association rules, Deep Learning, Frequent Pattern Mining, Retail Dataset 

——————————      —————————— 

1 INTRODUCTION                                                                     

etailers are interested in customer buying behavior to 
compete with growing needs of consumer and remain 
stable in market. Dataset is increasing in volume day by 

day due to increasing demand of customers. As variety of 
items introduced to meet future needs so customer buy differ-
ent set of items in a single visit of store. Traditional method 
takes more time to find purchasing behavior due to large vol-
ume of products and customers. So there is need of data min-
ing methods for market basket analysis [1].  
Association rules is one of the data mining method [2] to find 
frequent patterns for retailers. Market basket analysis per-
formed to identify purchasing behavior using transactional 
dataset [2]. Transactional dataset consists on transaction ids 
and list of purchased items. In transactional dataset associa-
tion of one item with another item is elevated. Data is ex-
plored and preprocessing techniques are applied to clean and 
normalized data. After cleaning, association rule mining algo-
rithm applied to generate frequent item sets and association 
rules generated to find consumer buying habits in purchasing 
of goods [2]. 

 
As Retail is growing at rapid pace, researchers are concentrat-

ing on deep learning methods to propose new online and of-

fline shopping experiences due to massive size of data [3]. 

Applications of deep leaning in MBA are next basket recom-

mendations sales prediction, customer segmentation and 

churn prediction using offline and online retail datasets. Deep 

learning methods worked on structure of human brain called 

artificial neural networks. These neural networks can learn 

from unlabelled data without interaction of human beings. 

The neural network consists on layers, the learning algorithm 

and activation function. In Feed forward neural networks data 

flows only in one direction from input node to hidden node 

and to output node while Recurrent neural network works in 

bi-directional mode [4].  

2 SIGNIFICANCE OF MARKET BASKET ANALYSIS  

    Now a day’s Market basket analysis is a foremost problem 

in cross selling and upselling [5]. Cross selling is increasing 

sale of product and adding new features in current product. 

Upselling is introducing new category of product to attract 

more customers. Customer buying pattern is essential to know 

for upselling and cross selling. Here market basket analysis 

plays a vital role in identifying strong and weak items engen-

dering of profit and loss.  

Market basket analysis is used to find following problems for 

retailers [6]: 

 Find product association to other product 

 To optimize store and product layout 

 Optimized arrangement of inventory on online store 

 To predict future growing demands of product 

3 RESEARCH METHODOLOGY 

     The literature search was conducted on the descriptor 

“market basket analysis” and “retail dataset”. After reviewing 

R 
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the complete text, the articles were eliminated not related to 

market basket analysis on retail dataset. The review is struc-

tured on the following criteria: 

 Section I reviewed on offline retail dataset 

 Section II reviewed on online retail dataset 

 In Each section articles classified as shown in Fig:1 on 

data mining methods Association rules, Deep learn-

ing, Association rules and Deep learning 

 Each section contains summary table delineating au-

thor name and year, method name, preprocessing 

techniques, dataset with dimensions, Results, Limita-

tions and appealing work of author 

 

 

Fig. 1. Selection and Evalution Framework 

 

 

 

 

International Journal of Scientific & Engineering Research Volume 12, Issue 1, January-2021 
ISSN 2229-5518 724

IJSER © 2021 
http://www.ijser.org

IJSER

http://www.ijser.org/


 
 

 

4 LITERATURE REVIEW 
4.1 Offline Retail Dataset 

The offline retail dataset of purchased goods collected at 
storefront location by physically visiting the customer to mine 
frequent purchased intentions for offline retailers. In past the 
market basket analysis on offline retail dataset conducted us-
ing association rules and deep learning methods. 
4.1.1 Market Basket Analysis using Assoication Rules 

Association rules used to mine frequent purchase behaviour of 

customers that exist in offline transactional dataset [7]. Market 

basket analysis using association rule mining algorithm on 

offline retail dataset conducted by [8], [9], [10], [11], [12], [13], 

[14], [15], [16], [17], [18], [19], [20], [21], [22], [23], [24], [25], 

[26], [27], [28], [29], [30]. 

Chen, Chiu and Chang [8] mined customer purchase patterns 

using Apriori algorithm by integrating customer demographic 

variables as Recency, frequency, and monetary (RFM) values 

with transaction dataset of foodmart over time. While G¨urdal 

Ertek [9] proposed association rules visulization framework 

on real time datset of  supermarket. Relatively Nafari and 

Shahrabi. [10] worked on planograming regarding dynamic 

change of product price using Apriori-TdMl on real time 

dataset. While Avcilar and Yakut [11] worked on clothe and 

accessory dataset using apriori algorithm on both in-category 

and cross categories of product. The association rules 

visulized using web graphics to see relationship among items. 

Similarly Zulfikar et al [12] applied market basket analysis to 

find frequent items using Apriori algorithm at eight clusters of 

XMART retail company at Indonesia. Comparatively Abusida 

and Gültepe [13] designed business stretagey on order and 

purchase dateset of electricity company appling apriori 

algorithm. The association rules generated at high confidence 

value of 100% showing frequent demand spare parts. 

Comparatively Nur,Triayudi and Diana [14] analyzed sales 

dataset of resturent to mine customer intentions at mimum 

support 50%. A dynamic application develoed to abserve 

customer purchase patterns within specific time. Likewise 

Sutisnawati and Reski [15] mined association among items of 

dining place using small transaction dataset. The association 

rules found for frequenlty and rarely purchased items at 

mimum confidence 65%. While Ariestya, Supriyatin and 

Astuti [16] analyzed small grocery store dataset applying 

association rules algorithm Apriori and FP growth.The 

experiment shows that FP growth produced more rules than 

Apriori at minum support 45% and confidence 60% . 

Anggraeni, Iha, Erawati, Khairunnas [17] analyzed sales 

dataset of electronic store to find most frequenly purchased 

item by customer. The assocaition rules extracted at mimum 

support 9% and confidence 40%. While Adalı and Balaban [18] 

followed CRISP-DM process to mine customer purchase 

behaviour independent of time and area using apriori 

algorithm on electronic dataset.The visulization of association 

rules incorporated in dynamic application. Comparatively 

Rizqi [19] proposed product bundeling strategy for electronic 

accessories using FP growth. The experiment perforemd on 

small retial dataset at minum support 30% and confidence 

60%. While Halim, Halim and Felecia [20] designed business 

strategy for resturent with 4P (Price,Product,Place,Promotion ) 

using power BI for data visulization. The data is analyzed 

considering effects of transaction day , month , weekend or 

non-weekend , morining or night. On the other hand Wijana 

and Finandhita [21] analyzed cafe sales data using CT-Pro 

algorithm to design business promotion.The experiment 

perfromed on small transaction dataset at mimum confidence 

60%.Kurniawati and Widianti [22] propsed product 

recommendation system for clothing shop at support and 

confidence of 15%. While Bilqisth and Mustofa [23] analyzed 

supermarket transaction datset considering fasting month, 

Christmas and new year effects on customer buying behav-

iour. The association rules extracted at minimum support 70% 

and confidence 30% applying apriori algorithm.  
M.Kavitha and Subbaiah [24] worked on groceries sample 
dataset avaiable in R to see associations among products at 
support 0.007, confidence 0.6 and lift 0.5. The association rules 
extracted using apriori algortihm visualized on group matrix. 
While Nurzani and Tania [25] analyzed real transaction 
dataset of mart using Eclat algorithm.The perfromance of Eclat 
compared with Apriori and FP-growth. The analysis of result 
is shown using confusion matrix with 91.2% accuracy , 92% 
precision, and 88% recall. On the other hand Liansyah and 
Destiana [26] analyzed large transaction dataset of cafe with 
detail simulation of appplied apriori algorithm. The 
association rule extracted at support 16% and confidence 
100%. Comparatively Alfiqra and Khasanah [27] analyzed 
transaction dataset of retail over 4 different time periods.The 
association rules using apriori algorthm analyzed using overll 
Variability of Association Rule (OCVR).The OCVR value small 
than 30% show that these rules are less vurnerable to change 
so can these rules be used to make business stratgey at any 
time. While Yudhistyra, Risal, Raungratanaamporn and 
Ratanavaraha [28] analyzed big data of gold and silver metal 
company using apriori and CARMA.The CRISP-DM process is 
followed with proper data visulization on item frequency 
using web graph. comparatively Efrat, Gernowo and Farikhin 
[29] worked on minimarket transaction dataset using apriori 
algorithm at minium support 10% and confidence 65%. 
Similalry Rachmatika and Harefa. [30] analyzed small sales 
transaction dataset at minium support 105 and highest 
confidence 100% to lowest 84. 
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Table 1 Summary of MBA using Association Rules on Offline Retail dataset 
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4.1.2 Market Basket Analysis using Deep Learning 

The varying needs of customers with time and season 

introduced use of deep learning mthods in market basket 

analysis on large retail dataset. Market basket anaysis using 

deep learning methods conducted by [31], [32], [33], [34], [35], 

[36], [37], [38], [39], [40], [41], [42]. 
Doganis,Alexandridis and Sarimveis [31] proposed sales fore-
casting model for short life shelf milk product genetic selec-
tion algorithm for candidate variable selection and radial basis 
function(RBF) neural network predicts sales using previous 
and current sales information with less error rate of 4.61%. 
While Aburto and Weber [32] proposed demand forecasting 
model for supply chain supermarket using Multi-Layer Per-
ceptron Networks. The demand forecasting model proposed 
taking into the effects of holidays, independence day, new year 
and summer vocation on sales of product. Comparatively Das 
and Chaudhury [33] worked on weekly sales dataset of foot-
wear outlet to forecast using Feedforward and Elman network 
Considering store location and Seasonal variation on sales 
prediction. The weekly sales network 5-10-8-1 performs best 
with least MSE 0.00661666. While Ã, Choi and Yu [34] pro-
posed sales forecasting model for fashion retail using Evolu-
tionary Neural Network (ENN). The proposed approach out-
performs than SARIMA model when fluctuations of season 
effects fashion retail. Similarly, Chen et al [35] proposed sales 
forecasting model using Ordinary day and holiday moving 
average method and back propagation neural network. The 
experiment performed on sales dataset of fresh food sale’s 
store show that BPNN outperforms with less MSE and high 
precision. 
Auon et al [36] proposed prediction model extracting temporal 
and aggregate features integrating LSTM and QR models into 
Mixture of Experts (ME) to classify repeated and non-repeated 
customers. The experiments on transaction dataset of 9 mar-
kets show that Mixture of Experts (ME) performs best with 
less MSE as compared to individual Quantile Regression and 
LSTM models. While Kaneko and Yada [37] proposed sales 
prediction model to predict increase and decrease in sales of 
retail store using deep learning methods considering change 
in number of product attributes on model accuracy. The exper-
iment on real dataset show that to predict next day sales deep 
learning outperforms with 10% high accuracy than logistic 
regression. Similarly, Wang et al [38] proposed prediction 
model for multi task and multi class demographic attributes of 
customer for supermarket Retail dataset in china. The pro-
posed model Structured Neural Embedding (SNE) performs 
best using average aggregating pooling function for Inactive 
users with high Precision 0.350, Recall 0.281, F1 0.312 Ham-
ming Loss 0.431 and for medium users with high Precision 
0.371, Recall 0.289, F1 0.324 Hamming Loss 0.411 and for ac-
tive users with high Precision 0.361, Recall 0.299, F1 0.327 
Hamming Loss 0.410. 
Wang et al [39] proposed Multi Task Representation Learning 
Model (MTRLM) to predict user’s demographic attributes ex-
tracting features automatically. The MTRL predicts user de-
mographics characteristics from purchase history with high 
weighted F1 measure for medium group of user Gender 0.645, 
Marital status 0.802, Education Background 0.647. Compara-

tively Salehinejad and Rahnamayan [40] predicted Recency, 
Frequency and Monetary (RFM) values using RNN to mine 
customer shopping patterns. The auto-encoding method is 
used to extract features of input variables Customer ID, R, F 
and M. The proposed model RNN-ReLU outperforms than 
LSTM-RNN and SRNN to predict RFM values with accuracy 
80%. Massaro, Likewise Maritati and Galiano [41] proposed 
prediction model for 45 store’s of walmart using Artificial 
Neural Network (ANN). The Deep learning method ANN 
outperforms as best sales predicting algorithm with Correla-
tion 73% / 97,4%, Average Absolute Error 2000 +/- 1250 and 
Relative Average Error 12,9% +/- 9,9% than other methods 
Gradient Boosted Trees, SVM, k-NN, Decision Trees and Ran-
dom Forest. Comparatively Lismont et al [42] proposed model 
to predict less buying products using Customer-Product net-
work as preprocessing technique. The hybrid Random Forest 
predicts less buying product with high AUC than neural net-
work. 
4.1.3 Market Basket Analysis using Aoociation rules and Deep Learn-

ing 

The hybrid model used to mine unique customer behvaiuor 
using both association rules and deep learning methods. The 
Market basket anaysis using association rules and deep 
learning conducted by [43], [44], [45], [46], [47]. 
Matobobo and Osunmakinde [43] worked on real and 
publically available transaction dataset using Association rules 
(AR) and Artificial Neural Network (ANN). At minimum 
support 75% and confidence 70% generated 10 rules using AR 
with accuracy 83%. At threshold 50% ten rules generated us-
ing ANN with accuracy 67%. Comparatively Zekić-Sušac and 
Has [44] proposed integrated model using Association rules 
and Artificial Neural Natworks. The 9 best rules are extracted 
at confidence greater than 50%. The customer’s profiles of 
most buying items are classified using Artificial Neural Net-
works (ANN) at accuracy of 98.73%. Similarly, Matobobo 
Courage [45] proposed Association Rule Artificial Neural 
Network(ARANN) Model for distributed and centralized Re-
tail Enterprise. The transactional data passed to AR model to 
generated output values of support and confidence. The ANN 
model used these values as input multiply with weights and 
summed together. ARANN model identifies pattern at accura-
cy 83% and 100% on real and public dataset respectively. 
While Beheshtian-Ardakani, Fathian and Gholamian [46] pro-
posed Product bundling model using clustering, Association 
rules and classification methods. The Apriori algorithm is 
used to determine association rules in product clusters. Then 
classification models support vector machine (SVM), Artificial 
neural network (ANN), K-nearest neighbor (KNN) and Lo-
gistic Regression (LR) are used to determine which product 
bundle suggested to the byers. The SVM outperforms with 
high accuracy above 90% than other methods. Comparatively 
Kilimci et al [47] proposed demand forecasting system on real 
dataset using deep learning, Time series analysis, Machine 
Learning and usage of boosting ensemble to forecast best 
model for demand prediction. The Apriori algorithm used to 
find correlated items. The third model with Deep learning 
performs best with 24.7% MAPE. 
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Table 2 Summary of MBA using Deep Learning on Offline Retail dataset 
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Table 3 Summary of MBA using AR and DL on Offline Retail dataset 
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4.2 Online Retail Dataset 

   The online retail dataset collected from e-commerce site by 
click-through rate and sales transaction to find customer pur-
chasing habits, likes and dislikes while proposing instant 
business strategy. In past many researchers performed market 
basket analysis on online retail dataset using association rules 
and deep learning methods 
4.2.1 Market Basket Analysis using Association Rules 

Market basket analysis using association rule mining algo-
rithm on online retail dataset conducted by [48], [49], [50], [51]. 
M. and Ahmed H [48] proposed association rule mining algo-
rithm simple association rules with multiple minimum 
(SARMSMC) to mine customer buying habits in less time than 
previous methods. While Sivri and Cem [49] worked on online 
store dataset using clustering algorithm Expectation Maximi-
zation (EM) to classify data into groups. The Apriori algorithm 
used to find 6 best rules at support 50%, confidence 50% and 
Lift 100%. Similarly, Fang et al [50] worked on product 
bundeling problem using Association rules and clustering 
algorithms. The Apriori algorithm used to find 3 best rules at 
support 0.1, confidence 0.01. The clustering method K-means 
applied to find 4 clusters of Customers on values of R, F and 
M to recommend product bundle. Comparatively Lok, Wang 
and Xu [51] worked on visualization of association rules. 
Graph base visualization for large dataset is not enough when 
customer purchasing pattern changes frequently. The R pack-
ages Igraph and visNetwork are used for dynamic visualiza-
tion of association rules. 
4.2.2 Market Basket Analysis using Deep Learning 

Market basket anaysis using deep learning methods on online 
retail dataset while proposing next item recommendadation 
system , predicting customer purchase behaviour , sales 
forecasting by [52], [53], [54], [55], [56], [57], [58], [59], [60], 
[61], [62], [63], [64], [65], [67], [68], [69], [70], [71], [72]. 

 
 
Kim, Kim and Lee [52] proposed sales prediction model using 
genetic based classification of neural networks on sales da-
taset. The results of   
three neural networks NN1, NN2 and NN3 integrated into 
single GA-based  
method with classification rate 76.5% and error rate 13.5 to 
predict  
purchased product. Comparatively Bhargav, Mathur and 
Bhargav [53] worked on transaction dataset of apparel using 
ANN Feedforward network. Market basket analysis using 
ANN reduces number of scanning database to find candidate 
itemset. While Wang et al [54] proposed next item 
recommendation using aggregating complicated interactions 
of item and user using nonlinear max pooling function at both 
first and second layers. The experiment performed on three 
dataset shows that HRM performs best on three datasets with 
high F1score, Hit Ratio and NDCG. Similarly, Wan et al [55] 
proposed novel neural network approach NN-Rec to predict 
next basket recommendation of two Real Retail datasets 
Tafeng and Beiren. The feature vector transformed from user 
id and items id’s feed into embedding layer. This model cap-
tures long dependencies and input layer more flexible to add 
other features than previous methods. The Experiment per-
formed on Beiren dataset with accuracy below 0.1 when bas-
kets k= 2 and for Tafeng dataset with accuracy below 0.06 
when basket k=2. Likewise, Yu et al [56] proposed novel model 
named Dynamic Recurrent Basket Model (DREAM), based on 
Recurrent Neural Network (RNN) considering dynamic user’s 
interest and global interactions of all baskets of user over the 
time. Result shows non liner operation max pooling outper-
forms than Avg pooling method because it measures the inter-
active relationship of basket items.  
Gangurde, Kumar and Gore [57] proposed novel model to find 
frequent item set from seasonal shopping dataset by changing 
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the weights through backpropagation minimizing the time 
and cost at accuracy of 0.90. While Li, Hwang and Chang [58] 
dynamically predicted preference for next item purchasing 
using purchase information of customer extracted from Per-
sonal Purchasing Preference Pattern (PPPP). The Recurrent 
Neural Network (RNN) applied to extraction info of PPPP to 
find next purchasing item of customer. Comparatively Wang 
et al [59] proposed attention based recommendation model 
using neural network approach. ATEM consists of three layers 
input layer, item embedding layer, Attention Layer, context 
embedding layer, and output layer. The performance of ATEM 
evaluated using two real sales transactional dataset of Statis-
tics IJCAI-15 and Ta-Fang. While Yu et al [60] proposed Se-
quential Hierarchical Attention Network (SHAN) combining 
long and short term intentions of customer. The experiment 
performed on two dataset show that SHAN On Gowalla da-
taset with high AUC 0.801 and SHAN-S with high Recall 0.156 
on T-Mall dataset. Comparatively Xia et al  [61] proposed mul-
titask learning model using Long short-term memory net-
works (LSTM) to mine purchasing behaviour of customers. 
The novel work is extracting items, users and product catego-
ries embedding to predict conversion rate for product recom-
mendation. While Bai et al [62] proposed a novel Attribute-
aware Neural Attentive Model (ANAM) to predict next basket 
recommendation. The novel work is attention base mechanism 
applied on item and attribute information. The experiment 
performed on two datasets first encoding item and basket in-
formation then assigning weights to integrate item and its at-
tribute. Comparatively Sakar et al [63] proposed hybrid model 
using Multilayer Perceptron Network (MLP) and RNN-LSTM 
to predict purchasing behaviour of customer. The novel work 
is use of filter based feature selection methods. The MLP out-
performs than base classifiers at Accuracy 87.24, F1-score 0.86, 
True-positive rate 0.84 and True-negative rate 0.92.  
Chen and Li [64] proposed Attention Base Recurrent Neural 
Network to recommend item for repurchase. The novelty of 
work is introducing self-attention mechanism rather than fea-
ture engineering base recommendation model. The other dis-
tinguish factor is use of LSTM to mine periodic purchase be-
haviour of users. The Result shows that AttRNN outperforms 
than LSTM at confidence level 0.2 with F1-score 0.4723. 
While Le, Lauw and Fang [65] proposed Basket Sequence Cor-
relation Network model for next basket prediction. The novel 
work is use of correlation matrix to measure frequency of co-
occurrences between items. The experiment performed on 
three real dataset shows propose Beacon model outperforms 
than other baseline models with high F1 score. Comparatively 
Zhang et al [66] proposed Feature-level Deeper Self- Attention 
model (FDSA) to mine patterns between items and features of 
items. The novel work is capturing Sequential pattern between 
item and both implicit and explicit features using self-
attention block. The output of these two attention blocks are 
passed into next layer to predict next item recommendation. 
On the other hand, Sreenivasa and Nirmala [67] proposed hy-
brid model to mine customer buying behaviour on retail da-
taset of T-Mall online shopping store using RNN and FNN. 
The novel work is considering location base information of 
user and using dynamic short and long term intention of user. 

To attain short term intention transition matrices are used 
from past transaction of customers. While Cirqueira, Helfert 
and Bezbradica [68] predicted single, multiple and pre-trained 
embedding of next day, hour and purchase category using 
LSTM model on InstaCart shopping store’s dataset. The novel 
work is guide to preprocess multi-intent of customer using 
neural network embedding strategies. 
Bai et al [69] proposed novel Long-Short Demands-aware 
Model (LSDM) to predict next item. The novel work is consid-
ering long and short demands of user over different weekly 
time scale implementing hierarchical neural network struc-
ture. While Liu, Li, et al [70] worked on multi intent pattern 
mining using new framework named as Multi-Intent Transla-
tion Graph Neural Network (MITGNN) for next basket rec-
ommendation. Experiments performed on two real datasets of 
grocery store InstaCart and Walmart. Similarly, Liu, Wan, et al 
[71] proposed basket recommendation framework BasConv 
based on graph convolution Neural Network. The novel work 
is heterogeneity of user, basket and item in interactive layer as 
compared to previous work. The proposed framework per-
formed at Recall 0.2092, NDCG 0.2281 and HR 0.7712 on In-
staCart dataset and at Recall 0.0530, NDGC 0.0841 and HR 
0.3394 on Walmart dataset. Comparatively  Lee et al [72] pro-
posed multi period recommendation model using Recurrent 
Neural Network (RNN). The novel work is Proposed model 
evaluated by multiple time periods because customer purchas-
ing behaviour changes over time but traditional recommenda-
tion model evaluated only once. 
4.2.3 Market Basket Analysis using Aoociation rules and Deep Learn-

ing 

The Market basket anaysis using association rules and deep 
learning on online retial dataset conducted by [73], [74], [75], 
[76], [77]. 
Changchien and Lu [73] proposed online recommendation 
system for electronic store using clustering and rule extraction 
module. The SOM neural network based architecture used to 
find 9 clusters from O-ID, Buyer, Receiver, Product table. The 
rule extraction model used to find 99 association rules at min-
imum confidence 0.25. While Shim, Choi and Suh [74] pro-
posed business strategy for small online shop using classifica-
tion and Association rules. The classification method used to 
classify VIP and Non VIP customers using RFM values. The 
classification with decision tree outperforms with accuracy 
99.83%. The buying behaviour of VIP customers determined 
by finding 11 association rules at minimum support 4% and 
confidence 40% for categories, minimum support 3% and con-
fidence 20% for subcategory. Comparatively Mansur and 
Kuncoro [75] worked on sale of antique furniture accessories. 
Using Karomah Brass sale’s transaction 21 rules are generated 
at minimum support 3 and confidence 80%. ANN backpropa-
gation is used to predict product quantity of most buying 
products for next year backpropagation at epoch 7 and MSE 
0.000788252. On the other hand, Itkar and Uday [76] proposed 
efficient algorithm for mining frequent itemsets using Artifi-
cial neural network based approach auto associative memory. 
The Proposed correlation matrix memory (CMM) algorithm 
takes less time while generating candidate itemset than Aprio-
ri, FP growth, LCM and CT-PRO at minimum support 50% to 
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90%. Comparatively Ghadekar and Dombe [77] proposed hy-
brid recommendation model using Deep Learning and Asso-
ciation rules. The Convolution Neural Network used to classi-
fy input image and then this image is passed as input to rec-
ommendation system. The most buying product applying as-
sociation rule recommended using product id. 
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CONCLUSION & FUTURE WORK 
 

 

  Application of data mining techniques in market basket anal-
ysis is an emerging trend in retail. This paper identified seven-
ty articles related to market basket analysis in retail published 
between 2000 to 2020.It aims to give a structured review on 
market basket analysis in retail using association rules and 
deep learning methods. Market basket analysis using associa-
tion rule consists on twenty-seven articles. Of these, twenty-
three and four articles related to offline and online retail da-
taset respectively. Market basket analysis using deep learning 
methods included thirtythree artcles. Of these, twenty-one and 

twelve articles related to online and offline retail dataset re-
spectively. Market basket analysis using association rules and 
deep learning methods consist of ten articles.  
The limitations identified as need of dimension reduction 
methods on offline retail dataset using association rules, use of 
attention and embedding layers in deep learning methods on 
offline retail datasets to achieve more accurate results. In fu-
ture more research work is required to develop hybrid frame-
work due to growing retail dataset at rapid speed and fre-
quently changing customer buying habits. 
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